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ABSTRACT. Traditionally, two main lines have been distinguished in discourse
processing: cohesion-based and coherence-based. They are strongly correlated, but
they have worked independently in NLP applications. We present how a cohesion-
based method and a coherence-based one can successfully collaborate in obtaining
an enriched representation of discourse that is useful for knowledge requiring NLP
task, Automated Text Summarisation (TS).

1 Introduction

Obtaining the discourse structure of a text is useful for a variety of NLP
tasks, especially knowledge-requiring ones such as natural language genera-
tion, machine translation or Automated Text Summarisation (TS).

Traditionally, two main components have been distinguished in the dis-
cursive structure of a source text: cohesion and coherence. As defined by
Halliday y Hasan (1976), cohesion tries to account for relationships among
the elements of a text. Four broad categories of cohesion are identified:
reference, ellipsis, conjunction, and lezical cohesion. On the other hand, co-
herence is represented in terms of relations between text segments, such as
elaboration, cause or explanation. Thus, coherence defines the macro-level
semantic structure of a connected discourse, while cohesion creates connect-
edness in a non-structural manner.

As follows, cohesion and coherence account for complementary aspects
of the discourse structure of a text. Some theoretical approaches to dis-
course processing, such as Polanyi (1988), give an integrated account of a
number of linguistic levels, including these two. But, however evident this
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integration may seem from a theoretical point of view, cohesion-based dis-
course models and coherence-based ones have usually worked separatedly
for general-purpose NLP applications, probably because the complexity of
dealing with both is unaffordable for current systems.

In this paper, we will present an initial collaboration between two such
complementary approaches, Lexical Chains and Rhetorical Structure. While
the first account for the cohesive aspects of the source text, the second
captures its coherence structure. Task-based evaluation seems an adequate
method to assess the improvements in the representation of discourse that
the collaboration of these two methods may yield. Therefore, we have chosen
to carry out an evaluation within the framework of a knowledge-requiring
NLP task, namely discourse-based TS.

The rest of the paper is as follows: in Section 2 we will present the partial
solutions that these two techniques provide for the TS problem separatedly,
showing how the strengths of each are complementary of the shortcomings of
the other. In Section 3 we will present the systems that implement Lexical
Chains and Rhetorical Structure Analysis for TS in Spanish. Section 4
outlines the experiment by which we have tried to assess the improvements
of the collaboration of these two methods. We will finish with the discussion
of the obtained results and future work (Section 5).

2 Discourse Structure for Text Summarisation

As defined by Sparck-Jones (2001), “A summary is a reductive transfor-
mation of a source text into a summary text by extraction or gemeration”.
Therefore, the problem of TS can be divided into:

1. Locating the relevant fragments, i.e. sentences, paragraphs, passages,
of a source text

2. Ranking these fragments by relevance and

3. Producing a summary, either an eztract, if the summary is composed
by literal fragments of text, or an abstract, if it is generated

A number of techniques have been applied to address these points,
going from shallow statistical processing with no linguistic knowledge to
deep understanding of texts. Some of these techniques are: lexical chains,
(Barzilay, 1997), coreference chains, (Baldwin y Morton, 1998), alignment
techniques, (Banko et al., 1999), similarity and divergence measures, (Car-
bonell y Goldstein, 1998), statistical models, (Schlesinger, Baker, y Don-
away, 2001), (Conroy et al., 2001), Machine Learning approaches, (Knight y
Marcu, 2000), (Tzoukermann, Muresan, y Klavans, 2001), sentence reduc-
tion, (Jing, 2001), Information Extraction techniques, (Kan y McKeown,



1999), topic detection-based systems, as (Hovy y Lin, 1999), or systems
using the rhetorical structure of the document, (Marcu, 1997a). Current
approaches to TS try to merge heterogeneous textual information to obtain
an enriched representation of the source text, by combining some of these
techniques, as in (Kraaij, Spitters, y van der Heijden, 2001), (Muresan,
Tzoukermann, y Klavans, 2001), (White et al., 2001).

Discourse-based TS is aimed at obtaining a certain representation of
the discursive dimension of the source text. The underlying assumption of
this approach is that a more adequate summary can be obtained from a
representation of the source text that captures its discourse structure. By
analysing discourse structure, a better account of relevance can be achieved,
and also improvements in readability.

As in most NLP tasks, two main lines can be distinguished in discourse-
based TS. Among cohesion-based methods, lexical chains (see Section 2.1)
has been widely applied, because it is highly portable, relying on general
lexical properties. It is able to reflect a structured representation of the
content of a text by expressing cohesion ties between its words. On the other
hand, methods that apply a shallow approach to coherence-based discourse
summarisation have become very popular since the mid-nineties (see Section
2.2). Applications of RST (Mann y Thompson, 1988) are able to capture
relevance and coherence relations between parts of text with no need for
costly and domain-dependent resources.

When trying to achieve a representation of text that permits locating
and ranking relevant fragments, these two approaches prove to be highly
complementary. Lexical chains account for the linear distribution of content
in a text, considering as most relevant those fragments of text where most
of the identified content lines are represented. On the other hand, coherence
relations provide a hierarchical strucutre of the same text, with most relevant
fragments placed at the top of the hierarchy. Each of these methods yields
a partial, but mutually complementary, representation of discourse.

However complementary these two approaches might be, there is a lack
for real collaboration in their application to TS. (Brunn, Chali, y Pinchak,
2001) propose the use of a lexical-chain based summarizer that incorporates
shallow discourse marker information. In this initial proposal there is no
real interaction between the two kinds of information, because they are
applied sequentally. Our initial hypothesis is that a better representation
of discourse can be achieved by combining these two kinds of information.
The improvement yielded by the combination of these two techniques can
be assessed by an improvement in the task of TS.

2.1 Lexical Chains

Lexical Chains try to identify cohesion links between parts of text by iden-
tifying relations holding between their words. Two pieces of text are con-



sidered to be lexically related not only if they use the same words, but also
if they use semantically related words. This is a way to obtain a certain
structure of a text based on the distribution of its content.

Hasan (1984) establishes that identity chains contain terms that refer
to the same object. They are created by pronominal cohesion, lexical rep-
etition or instantial equivalence and are always text-bound, because the
relation of co-reference can be determined only in the context of a text. In
contrast, similarity chains are not text-bound. Their elements are held to-
gether by semantic bonds obtained throuhgh a lexical resource. These bonds
are supra-textual, with a language-wide validity. The two types of chains
are important for cohesion analysis, however, the advantages of similarity
chains over identity is that their implementation is simpler, since they can
be computed with no deep text understanding.

Lexical Chains provide a representation of text that has been used for a
variety of NLP tasks, including topic passage segmentation (Hearst, 1994),
topic detection (Lin y Hovy, 1997) detection of malapropisms (Hirst y St-
Onge, 1997), automated text summarisation (Barzilay, 1997) or automatic
hypertext generation (Green, 1997). The general procedure for constructing
lexical chains follows three steps:

1. Select a set of candidate words

2. For each candidate word, find an appropriate chain relying on a relat-
edness criterion among members of the chains. Relatedness of words
is determined in terms of the distance between their occurrences and
the shape of the path connecting them in WordNet.

3. If a chain is found, insert the word in the chain and update it accord-
ingly.

Chains are scored according to a number of heuristics: their length, the
kind of relation between their words, the point of text where they start, etc.

One of the drawbacks of lexical chains is that they are insensitive as
to the non-lexical structure of texts, such as their rhetorical, argumenta-
tive or document structure. For example, they don’t take into account the
position of the elements of a chain within the argumentative line of the dis-
course, sometimes not even within the layout- or genre-determined structure
of the document. It can be said, then, that lexical chains rely exclusively on
paradigmatic relations between chain members: identity, co-reference, WN-
typological relations, etc. Only proximity relations take into account the
contextual aspect of chain members. This is descriptively inadequate, since
some syntagmatic relations, like syntactic role or discursive salience, can
significantly determine the relevance of an occurrence of a chain member,
and contribute to shape the resulting chain.



2.2 Rhetorical Structure

The classical approaches to obtaining a representation of textual coherence
heavily rely on huge sources of hand-coded knowledge that enable systems
to carry out the inferences to derive the coherence structure of a text. Due
to their high computational cost, applications of these approaches have just
worked for small systems in restricted domains.

Some approaches to summarisation developed since the mid 1990s sup-
posed a turning point to the way textual coherence was exploited for NLP.
Good examples are Marcu (1997b) and Ono, Sumita, y Miike (1994), who
apply the Rhetorical Structure Theory (RST) proposed by Mann y Thomp-
son (1988). They obtain the rhetorical structure of a text by exploiting
surface coherence clues, such as punctuation or discourse markers. This
clues serve to identify discourse units and the relationship between them, in
the form of a hierarchical structure that reflects the relative importance of
every part of the text.

Nevertheless, as the authors themselves state, shallow coherence clues
are often insufficient to automatically build a structure of text that is infor-
mative enough to obtain a reliable summary. While they seem to give an
accurate account of discourse microstructure, they are often too ambiguous
as to the macrostructural level. This is mainly due to the limited scope
of discourse markers as unambiguous discourse operators, and also to the
fact that content-based relations, such as elaboration, cannot be captured.
Moreover, linear aspects of discourse tend to be misrepresented in a hierar-
chical representation such as that proposed by RST. Satisfaction-precedence
relations, like reference to entities, events or even arguments, are not ade-
quately handled, although they consitute an important source of textuality
(Grosz y Sidner, 1986). All this tends to result in a loss in coherence at a
macro-structural level.

Knott et al. (2001) argue that an improved representation of discourse
can be obtained by combining hierarchical and linear discursive information.
They propose to organise text as a sequence of focus-spaces occupied by
small RST-like trees that represent chunks of discourse with a tight and
clear coherence structure. The top of each of these trees is the entity in
focus. We believe this is a good example of the complementary function
of coherence and cohesive devices in a comprehensive account of discourse
*organisation.

3 Proposed Summarisation Systems

We are going to evaluate the interaction between two discourse-based sum-
marisation systems for Spanish, one applying a Lexical Chain approach and
another that exploits Rhetorical Structure. Lexical chains can produce ex-
tracts at different granularity levels and compression rates, while rhetorical



analysis granularity is determined by the structure of the text. Both of
them rely on the morphosyntactical analysis given by the CLiC-TALP sys-
tem (Carmona et al., 1998; Padré, 1997; Atserias, Castellén, y Civit, 1998).
The full architecture of the proposed systems is described below.

3.1 Summarisation by Lexical Chains

The Lexical Chain system is the one proposed in Fuentes y Rodriguez (2002).
It follows the work of Barzilay (1997). First, the text is segmented, with
varying degrees of granularity depending on the application. To detect chain
candidates, the text is pre-processed, and the lemma and POS of each word
are obtained. Additionally, the information stored in a named entity Gaze-
teer is associated to named entities. This Gazetteer is based in a MUC-like
ontology, with trigger words associated to each entity. In turn, these trigger
words are linked to EuroWordNet synsets. Chain candidates are common
nouns, proper nouns, named entities, definite noun phrases and pronouns.
For each candidate word, three kinds of relations are considered, as defined
by Hirst y St-Onge (1997):

o Extra-strong between a word and its repetition
e Strong between two words connected by a EuroWordNet! relation

e Medium-strong if the link between the EuroWordNet synsets of the
words is longer than one.

In addition, this system establishes relations between common nouns and
the rest of chain candidates (proper nouns and named entities), by way of
the information stored in the Gazetteer.

To build the chains, there are constraints on the path length according
the type of edges, determined by the relations established between chain
members.

Chains are scored so that strong chains are identified. Sentences are
ranked and those crossed by most strong chains are considered to be most
relevant. A certain number of sentences is extracted from this ranked list
until a determined summary length is achieved.

3.2 Summarisation by Rhetorical Structure

The system that exploits Discourse Markers is the one proposed in Alonso
(2001). It works on a morphosyntactically tagged text and consists of three
modules:

!Relations between words are computed using the Spanish version of EuroWordNet
instead of WordNet.



1. Segmenter, it identifies unambiguous minimal discursive segments
via surface clues such as punctuation, syntactical chunks or discourse
markers.

2. Interpreter, it identifies coherence relations holding between mini-
mal discursive segments by the kind of segment or the presence of a
discourse marker.

3. Discourse Marker Lexicon, containing 600 cue phrases.

The outcome of this system is designed to give a representation of coher-
ence relations holding at three levels: sentence, informative block (paragraph-
like) and full text. Coherence relations between segments are informative
as to the relative relevance of each segment in respect to other segments in
the same level, so that only the most relevant are included in the final sum-
mary. Also segments with a co-dependence relation with a relevant segment
are included.

4 Experiment

The aim of this experiment is to show whether the presented coherence-
based and cohesion-based approaches to discourse for text summarisation
can meaningfully collaborate and if this collaboration improves the resulting
representation of discourse.

For this first integration of the two approaches, we have implemented the
simplest version of each system. Accordingly, lexical chains are built only
considering eztra-strong relations between words, identity or WN-synonymy
relations. Rhetorical relations are established only at the microstructural
level, within a sentence scope. The results of this first approach will direct
a richer collaboration of the two lines in the future.

To assess the improvements achieved, the extracts obtained by combi-
nation of the two systems were compared against the performance of each
system separatedly. For further comparison, we took two baselines: a lead-
based summary, that takes the first 10% of the text, and a frequency-based
summary, that applies the tf*idf method on a shallow lemmatized text to
extract the sentences containing the most frequent words. The whole exper-
iment design is in Figure 1.1.

To evaluate automatically obtained summaries, a number of methods
have been proposed (Baldwin et al., 2000; Radev, Jing, y Budzikowska,
2000; McKeown et al., 2001). Usually, a distinction is made between ex-
trinsic, task-based evaluation and intrinsic evaluation, taking into account
the quality of the summary by itself or by comparison with a golden stan-
dard. A golden standard is the ideal summary that the system is intended
to produce.



We worked on a corpus of 111 news agency stories of various topics from
the Hermes project?. To avoid the variability of human generated abstracts,
an extract-based golden standard was created from this corpus. The textual
units to be extracted were paragraph-sized, since they were found to be
natural meaning units for human judges. Judges ranked every paragraph in
a story from 0 to 2, according to its relevance. Each summary in the golden
standard was then obtained by selecting the highest ranked paragraphs in
the story, coming as close as possible to the 10% of the length of the original
text (with an average 19% compression).

Automatic summaries were

[ sowwames | compared with this golden stan-
omonawrext || [ - coden suancarg | - dard at paragraph level, by pre-
I i S cision and recall metrics. How-
= N | . ever, it was not possible to ob-
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| grap}.ls. Moreover, their com-
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| is not comparable with 10%

,,,,,,,,,,,,,,,, § golden standards.

' ]
1 | Rnetorical Lexical | !
| |Interpretatio Chains_| |

L

5 Results

Figure 1.1: Experiment Design

The results of our expermiment showed an improvement on the represen-
tation of texts when the two kinds of discursive information are taken into
account. Precision and recall figures in Table 1.1 confirm an improvement
on the resulting summaries. Also compression was increased, by an approx-
imate 20%. The best results are obtained when the summarising process
comes closer to a deep interaction of the two kinds of information: to have
the texts rhetorically interpreted and unimportant segments at sentence level
removed (sentence compression), and then apply lexical chains onto these
relevance-pruned texts.

When compared with baseline summaries, we found that any system
performs better than the frequency baseline. However, it must be taken
into account that the textual units of this summarizer were sentence-sized,
so comparison with the golden standard was carried out by considering the
paragraph where the extracted sentences occurred. Therefore, the presented
precision figures might be lower than the actual performance of this system,
while recall might be higher.

*Information about this project available in http://terral.ieec.uned.es/hermes/



| Precision | Recall |
Baselines
Lead .92 .86
Frequency 44 .56
Single Methods
Lexical Chains .73 72
Sentence Compression not appl. | not appl.
Integration
Lexical Chains + Sentence Compression .73 .72
Sentence Compression + Lexical Chains 77 .71

Table 1.1: Comparison of Summarisation Methods at 19% compression rate

Not surprisingly, the simplest method, the lead, obtains higher preci-
sion and recall figures than any other method, being overriden only as to
compression by the combination of lexical chains and sentence compression.
This is very common in short articles of journalistic genres, because journal-
istic style determines that information is ordered by relevance, so that more
important information is placed first in the article (the so-called pyramidal
structure of articles). However, this structure is not extrapolable to long
texts or different genres.

In Figure 1.2 we can see an example of how an inadequate discourse rep-
resentation by lexical chains or rhetorical structure alone can be improved
by collaboration. In this case, lexical chains (left) signal as the most relevant
part of text the one crossed by most strong chains (in the thickest box). But
the most important part of this text is the first paragraph. As for rhetori-
cal structure (right), the most important part of the text cannot be safely
determined, because discourse markers only provide unambiguous local rel-
evance assessment. However, if the non-relevant parts of text signalled by
rhetorical structure are first removed, the previously selected paragraph is
not available any more for extraction. The most relevant part of text will
be now the first paragraph, which is the same as in the golden standard.

For this experiment, the two systems worked only sequentially, with no
real interactive combination of the two kinds of information (in the dotted
box in Figure 1.1). A deeper interaction would imply that lexical chains
become sensitive to the hierarchichal structure of texts, for example, if ev-
ery chain candidate provides a relative score to the chain according to the
relative relevance of the segment where it occurs. In the above example, in-
adequate strong lexical chains would be weakened, according to the number
of chain members occurring in irrelevant text segments. Also rhetorical in-
terpretation could benefit from lexical chain information; indeed, we found
that 52.2% of the errors produced in analysis of the rhetorical structure
could be solved with lexical chain information.
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Figure 1.2: A text represented by lexical chains (left) and rhetorical structure (right).
Boxes represent chain members, lines are chains, thick ones being strong chains. Shadowed
boxes contain rhetorically subordinate text segments, white boxes contain central segments
and discourse markers are in circles. 18



5.1 Evaluation shortcomings

The most evident shortcoming of the presented evaluation is the small size
of the evaluation corpus. This is a consequence of the high cost of build-
ing evaluation resources that require human judgement. In addition, the
granularity of the golden standard supposed a further restriction on the
granularity of the summaries that could be evaluated. For example, lexi-
cal chains + sentence compression summaries have the same precision and
recall figures that lexical chains summaries, because sentence compression
summarizer operates at intra-sentential level, which cannot be captured by
precision and recall metrics at paragraph level. As stated by Goldstein et al.
(1999), “one of the unresolved problems in summarization evaluation is how
to penalize extraneous non-useful information contained in a summary”.

In general terms, it must be said that there is a lack for adequate eval-
uation metrics for summaries. Alternative methods are proposed by Don-
away, Drummey, y Mather (2000) (content similarity) and Radev, Jing, y
Budzikowska (2000) (utility method). These methods are not dependant on
units, so they are applicable to summaries of different granularities. How-
ever, they focus in content representativity, the relative relevance of lexic
elements in respect to the structure of discourse is still not captured.

Another unresolved problem is the assessment of summary coherence,
which is in general limited to the grammaticality of the sentences and to
resolution of entity anaphoras. Other aspects that clearly influence summary
readability are not taken into account, such as sentence length, sentence
complexity, or complex referential coherence (event or argument anaphora).
The integration of the two kinds of information that we have presented
here tries to capture some of these aspects of textual coherence and offer a
simplified summary text that reflects the essential cohesive properties of the
source text.

6 Conclusions and Future Work

We have presented an initial collaboration between coherence-based and
cohesion-based approaches to discourse processing. We have shown that the
information obtained by Lexical Chains and Rhetorical Structure can be
successfully combined, yielding a comprehensive representation of discourse.
Our initial hypothesis was that this enriched representation of a text should
be useful in a knowledge-requiring NLP task such as TS. Indeed, we have
shown that it increases compression of the obtained summaries while main-
taining precision and recall figures, even when only little information of each
system is used by the other.

Analysis of the results reveals that a deeper interaction between these
two systems would yield considerable improvements in the final summaries.
This includes working with the full version of both systems (see Section 3).
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However, we have not been able to adequately assess the improvements
achieved by the intensive exploitation of discourse information. One of the
main problems is that qualitative aspects of summaries are not adequately
captured by the quantitative metrics that we have used in this experiment.
Yet, most of the proposed alternative metrics focus in content representa-
tivity, and ignore coherence properties of texts. To assess this, task-based
evaluations with human judges can be performed. However, drawbacks to
experiments with humans is their high cost and polemic evaluation proce-
dures.

Further work includes:

e Integrating the observed interactions between lexical chains and rhetor-
ical structure

e Exploring further interactions between these two kinds of discursive
information

e Assessing the improvements that different techniques may introduce
in summaries by way of adequate evaluation.
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